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WHEN THE NEED FOR CLOSURE
PROMOTES COMPLEX COGNITION

Lay epistemic theory is one of the most populaptbtcal frameworks describing the knowledge
formation process. According to it, the centraliaile determining the epistemic process is the
need for cognitive closure. In most cases, higlelkewf this motivation are associated with simpli-
fied and accelerated processing of informationsTain lead to an overly simplified understanding
of this variable. In fact, there are reasons taelvel that the typical relationship is reversed unde
certain circumstances. The paper is a review ofrdsearch supporting this prediction. Results
were analyzed with particular emphasis on two gdatts of the theory: the two phases of the
epistemic process and the dual nature of the m@ecbfjnitive closure.

Keywords: need for closure; cognitive strategy; social juégm knowledge formation; informa-
tion processing.

INTRODUCTION

The problem of decision-making and judgment fororathas long been fre-
quently studied and discussed in psychology. Orteemost influential theories
analyzing this issue is the lay epistemic theoryu@anski, 1989). Its two key
assumptions are as follows: (1) there is a formal@gy between scientific and
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“layman” modes of acquiring knowledge, and (2) matiion is a key factor re-
gulating the course of these processes. Despitgojtslarity, a number of con-
troversies have arisen around the lay epistemicryheelating to both how the
epistemic process is described in theory and hawdisults of some empirical
studies are interpreted. The most important tojpicsews challenging elements
of the lay epistemic theory include: doubts abdwg primacy of motivational
factors in the epistemic process (e.g., Bar-TaB4]1Kossowska & Bar-Tal,
2013), discussion on the nature of the need fonitiwg closure (e.g., Neuberg,
Judice, & West, 1997), proposals of fundamental iffcadions to the tools used
(e.g., Roets and Van Hiel, 2007), and, finally, thumstion of how to empirically
differentiate the stages of the epistemic procestutated by the theory (e.g.,
Roets, Van Hiel, & Cornelis, 2006).

Contrary to what one might think, the aim of thiadyis not to “correct”
(or to “deal with”) this useful theory. The purpdserather to make an attempt to
return to its sources and to emphasize two postilatow often overlooked, that
might shed new light on the results of several ighleld (and perhaps many
unpublished) studies.

MOTIVATION IN THE PROCESS
OF KNOWLEDGE ACQUISITION

Reflection on the relationship between motivatiow @ognition (including
knowledge formation) has always been present intecoporary psychology.
Over the years, however, researchers emphasizintetif aspects of this rela-
tionship. Initially, they concentrated their efordn identifying and understand-
ing specific motives that would explain human caigei activity. For instance,
a change of attitudes and judgments induced byraotation with contradictory
information was considered an effectrobtivationto reduce the unpleasant state
of cognitive dissonance (Festinger, 1957), andt¢ineency towards rivalry and
an adherence to high performance standards could fesult of achievement
motivation(McClelland, Atkinson, Clark, & Lowell, 1953). Lat®n, under the
influence of the cognitive revolution in psycholo@Miller, 2003), researchers
focused on the capabilities and limitations of tm@man mind, which were
viewed as the main determinants (and even sounfeahy cognitive activity.
Tverski and Kahneman (1974), for example, claimeat human reasoning is
analogous to that of a computing machine; howdwemans make mistakes and
succumb to distortions because of thaignitivelimitations. In response to this



WHEN THE NEED FOR CLOSURE PROMOTES COMPLEX COGNINO 29

line of inquiry, some researchers refocused thi#&ntion to motivational va-
riables as important determinants of cognitive psses. For example, one of the
first studies in this vein showed thabtivationresulting from a fear of invalidity
affects the way information is collected and anetyZFreund, Kruglanski, &
Shpitzajzen, 1985). Such studies led to the fortrareof the theory of lay epis-
temics (Kruglanski, 1989), which highlights thelirgnce of motivation upon the
epistemic process. The knowledge accumulated ircoméext of this particular
theory and its key construct — the need for cogaitlosure — are the subject of
the upcoming reflections.

THE FORMULATION OF A SCIENTIFIC THEORY
ASANALOGOUSTO COMMON KNOWLEDGE ACQUISITION

Theraison d’étreof a scientist is to pose questions and find answeethem.
A simplified view of the actions of an honest rasbar interested in formulating
answers to a research question is as follows: us@mgorevious and constantly
updated knowledge, she formulates possible ans{msotheses). When she
stumbles upon one hypothesis that seems to bdlekmough — she chooses to
test it. Then, using the methodology appropriatehier discipline, she collects
crucial data about the problem, which allow heveafy the selected hypothesis.
If the information gathered is in accordance wigr hitial answer, she accepts
it as true; otherwise — she rejects it and staésching for an alternative expla-
nation.

According to the lay epistemic theory (Kruglansk®89), the above process
of generating new knowledge may also illustratevilay everyone acquires new
knowledge. This idea was based on Popper’s assdahai scientific knowledge
is “overgrown common sense” and that it follows fagne rules that govern the
formulation of common beliefs (Popper, 1959). Theyerm “lay epistemics” is
not meant to be evaluative but denotes a set afitteg “tools” used by an indi-
vidual. In this case, expertise and precise expartai methods are replaced by
personal opinions.

Kruglanski’s main assumption is that the basic psscresponsible for hu-
man activity is knowledge acquisition. Both the o1 and the way of gathering
knowledge determine further activities: formulatjupdgments, decision-making,
and, eventually, behavior. Knowledge should be tstded as a set of judg-
ments, opinions, experiences, and attitudes — gbyeeferred to as “units of
knowledge” (cf. Erb et al., 2003; Kossowska, 2008)e very process of know-
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ledge acquisition continuously undergoes a cyclaygiothesizing and hypothe-
sis testing. Consequently, an individual applies ‘ifi — then” principle (Erb et
al., 2003; Kossowska, 2005) and generates bebkéisimg not only to the facts of
interest but also, for example, to the rules ofdwan in a particular situation or
to expectations regarding encounters with otheividdals (Kruglanski, 1989;
Kruglanski & Thompson, 1999; Erb et al., 2003). S phrocess occurs regardless
of the quality of the information acquired or thlividual's involvement in its
acquisition and processing. Regardless of whetteyr are judgments, beliefs, or
impressions — the process of their formation isjesttbd to the universal prin-
ciples of knowledge acquisition (Kossowska, 2005).

In order for a newly acquired unit of knowledgectmtribute to the formula-
tion of a judgment it must become the minor prenaita subjective syllogism.
When combined with a major premise, it enables fjouelgt formation. For in-
stance, when informed that “Charles is a gradubitetbeological seminary” one
can think that “Charles is a priest,” provided thdien formulating this judg-
ment one already has access to the major prenatiagthat “Every seminary
graduate is a priest.” In other words, new infoliotatan be used as the basis for
a judgment only when knowledge attained so famalto incorporate the infor-
mation into the structure and — subsequently —+awvdh conclusion. Similarly to
the minor premise, the major premise can take rdiffeforms; from explicitly
formulated statements of fact (“Every seminary gedd has higher education”),
through stereotypical beliefs (“Seminary gradua#dis a lot and do nothing”), to
personal feelings (“Seminary graduates are trugtwty. As one can see, de-
pending on the preexisting knowledge, one piecafofmation can lead to dif-
ferent judgments. Depending on the subjectivelcg@ged strength of the asso-
ciation between a knowledge unit and preexistingwkedge, the unit may or
may not become substantial evidence (Kossowska;)20Gor example, if the
relationship between graduating from a particwgetof university and the de-
gree of formal education is strong, one can forteuéajudgment about Charles’s
education with great certainty. On the other hahthe relationship is weak or
nonexistent, there may be no judgment at all. @sething worth noting is that
even though knowledge acquisition is conceptualimed formal manner, the
theory does not state that the individual must ktleevrules of formal logic, that
the process is carried out exclusively conscioustythat knowledge always
takes the form of an abstract, consciously acckssilte (Erb et al., 2003). On
the contrary, the process usually takes place wswonsly and people do not
need to be aware of the factors that influence tfein, Kruglanski & Webster,
1991). The theory also allows for a variety of esrdor instance better or worse
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coping with a problem depending on the level ofalbstraction (Evans, 1989),
unjustified assignment of meaning to objectivelselievant premises and vice
versa (Crocker, Hannah, & Weber, 1983), and —\lastteasoning errors (e.g.,
Wason, 1966).

FROM THE NEED FOR CLOSURE AVOIDANCE
TO THE NEED FOR CLOSURE

According to the theory of lay epistemics, the sx of acquiring know-
ledge is mainly determined by the level of the n&adcognitive closure. This
need is a person’'s tendency to possess certaimiafmn and is also related to
ambiguity aversion (Kruglanski & Webster, 1996).eTierm should be unders-
tood as motivation associated with personal gadlser than an information gap
in need of filling. This tendency can lead to effoaimed at achieving closure,
bias the individual's choices towards options thatilitate closure and —
depending on the level of closure — modulate thiévidual's affective state. The
term “need for cognitive closure” may be misleadibyie to the fact that it
sounds like a term describing one of two ends cbrtinuum, it is customary to
think solely about “high” and “low” need for cogmwi¢ closure (the latter some-
times mistakenly understood as lack of motivatidri)e very way in which the
author defines this concept: “The need for nonsftmeciosuré is a desire for an
answer on a given topic; any answer compared tdusam and ambiguity”
(Kruglanski, 1990, p. 337), seems to suggest tharaon may display more or
less tolerance for “ambiguity,” which in turn casponds to a smaller or greater-
need for structuring by means of cognitive closliige definition seems not to
allow for the existence of motivation to avoid alos, which would promote
remaining in the state of “ambiguity.”

So, does lay epistemic theory state that peopleonfnvary in the degree of
aversion to confusion? Kruglanski leaves no doubttlmat matter when he
writes: “An individual can have a strong, medium,n@ need for nonspecific
closure, in fact one may even wish to avoid it.'f§glanski & Webster, 1996,
p. 266), which clearly indicates that motivation d@goid cognitive closure is
possible. Despite the fact that the above quotatioay epistemic theory was

! Lay epistemic theory distinguishes between spednd nonspecific need for closure
(Kruglanski, 1989). The former can be understoothaseed to confirm a specific conclusion. The
subject of this study is the nonspecific need fosare, and it is this concept that by the termethe
for closure” refers to later on in the text.
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derived from his early writings, similar definitisrand objections can be found
in the author’s much later works (e.g., Kruglangd0p4; Kruglanski, Dechesne,
Orehek, & Pierro, 2009; Roets, Kruglanski, KossaaydRierro, & Hong, 2015).
This proves that the possibility of motivation teo@ closure is a consistently
formulated theoretical postulate. However, the @ssii the “lower” end of the
need for cognitive closure unfortunately has ndtheen of particular interest
to researchers, who focused their efforts on theseguences of motivation to
achieve closure.

The above mentioned theoretical postulates arertapbbecause they point
to the fact that the level of the need for closigractually situated on a conti-
nuum ranging from strong motivation to remain istate of ambiguity to strong
motivation to formulate a clear answer. The respiitsmpirical studies presented
below confirm the existence of this continuum. \dsthis particular approach, it
is possible to formulate hypotheses concerning mmiv only motivation to
achieve closure but also motivation to avoid it banexpressed. This will make
it possible to fully describe the process of knalge formation and to under-
stand its mechanisms more thoroughly.

THE TWO STAGES
OF KNOWLEDGE ACQUISITION

Most publications devoted to the issue of the reedognitive closure will
expose the reader to a general statement that éiherevo stages of the closure
process and (rarely) that the level of this neeslthad consequences — the ten-
dencies of urgency and permanence of the formulatesvledge (Kruglanski &
Webster, 1996). Although both predictions were @nésn lay epistemic theory
from the very beginning, their significance hashatbeen less appreciated. Ac-
cording to the authors, taking into account thege theoretical postulates into
account allows for more precise predictions andisimew light on the emerging,
seemingly contradictory, results of empirical resha

The process of formulating knowledge is dividedihwo stages that occur
in a sequence and manifest themselves in diffesays. The first one is called
the “seizing” phase and the second — the “freezpitiise (Kruglanski & Web-
ster, 1996). The aim of the “seizing” phase isnieveer the question being posed;
the higher the need for closure, the more quickig takes a stance. This is
a reaction to the uncomfortable state of remaimittgout an answer. It is gener-
ally agreed that a high need for closure increéisegpropensity for rapid inter-
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ruption of the information gathering process, amdeicent years this has been by
far the dominant way of thinking. It should be rhthowever, that lay epistemic
theory also allows for contrary predictions. Inta@r circumstances one should
expect an increased meticulousness in informatekiag at this stage under the
influence of high need for closure (Kruglanski, 2DCAccording to lay epistem-
ic theory, the “seizing” phase ends when “a betigfstallizes and turns from
hesitant conjecture to a subjectively firm ‘fac{Kruglanski & Webster, 1996;
p. 266).

The moment an individual develops this “subjectivdéirm ‘fact,” the
second phase takes place, in which the focus @atecting the newly acquired
answer. How much determination one has to defendh@llenge) the answer is
— again — dependent on the need for cognitive cdosOnce a view is formu-
lated, the higher the motivation to obtain closube stronger the aversion to
modify it. This may manifest itself in phenomenalsias the primacy effect
(e.g., Freund et al., 1985; Webster & Kruglanski94) or susceptibility to the
anchoring heuristic (Kruglanski & Freund, 1983).

THE DUAL CONSEQUENCESOF THE NEED
FOR CLOSURE AND THE NEED TO AVOID CLOSURE

The steps involved in the process of acquiring Kedge are associated with
two tendencies, which are a consequence of andseteneed for closure — ur-
gency and permanence (Kruglanski & Webster, 19968 need for urgency,
defined as the “inclination to ‘seize’ on closungakly” (Kruglanski & Webster,
1996, p. 265) forces the individual to formulatéypothesis quickly, and pro-
longing the seizing phase causes a feeling of chémd. The need for perma-
nence has two consequences: “inclination to presaenv‘freeze’ on, past know-
ledge and to safeguard future knowledge” (p. 265).

In most cases, the effects of both tendencies eneflistemic process go
hand in hand, and researchers do not attempt &raepthem. For example, in
studies by Mayseless and Kruglanski (1987, StudywRgre participants were
asked to identify numbers displayed on a screerafehort period of time and
were given the opportunity to repeat the exposuorerder to be certain. The
number of repetitions was interpreted as a tendeanegrds information seeking.
It was found that people with an experimentallyuoed need to avoid closure
viewed single digits a larger number of times coragao those with an experi-
mentally induced need for closure. This effect hayelated to acting upon both
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a reduced urgency tendency (collecting more inféionaduring the “seizing”
phase) and a reduced permanency tendency (higblémaition to confront the
formed judgment with new information in the “freegi phase). Similar results
were obtained, for instance, for the number of gatieel hypotheses and seeking
more information confirming a judgment than chatjieg it. People with a high
need to achieve closure generated fewer hypothasdsat the same time needed
less time to select the correct hypothesis (sejizangl to verify it (freezing)
(Mayseless & Kruglanski, 1987, Study 3). By collegtonly the information
confirming their initial judgment, people with aghi need for closure completed
the seizing phase faster and eliminated argumbatscbuld endanger their hy-
pothesis in the freezing phase (Kruglanski & Magss) 1988). Numerous ex-
amples of effects rooted in the above mentioneddeaies related to the need
for closure can be found in the literature (e.gruddanski & Webster, 1996;
Kruglanski, 2004).

Among the effects of the two tendencies, one ipaticular interest — the
firm belief of people with high need for closurethe validity of their judgments
(Kruglanski & Webster, 1991; Kruglanski, Webster, Kdem, 1993; Webster,
1993). This effect is paradoxical because it istmog to the common belief that
what is needed in order to formulate complete agdan knowledge is more
extensive processing of the available informatiather than filtering it and
limiting the processing (Kruglanski & Webster, 1996

In one of their studies, Webster and Kruglanski9@)9compared subjective
certainty and susceptibility to persuasion in peopith different levels of the
need for closure, in a situation of discussion ljvilte experimenter’s assistant,
who always opposed the tested person) over a sowgtdict. An additional ex-
perimental manipulation was also introduced by ek the participants to
different amounts and quality of information befthe discussion. The complete
information condition consisted in presenting, amather materials, a legal
opinion on the case discussed, which showcasearthenents of both sides (and
therefore the information was to some extent cainttary). In the limited in-
formation condition, no opinion was presenteduihed out that the participants
with a high need to achieve closure were more dentfi in their judgments and
less susceptible to persuasion than those witlgla héed to avoid closure, but
only when they had the opportunity to obtain cortgl@formation. Otherwise
(when they did not have complete data needed ta fojudgment), their confi-
dence and resistance to persuasion were lower geohga participants with
a low need for closure. The authors conclude thHagnsituational factors limit
the objective possibilities of formulating an acater judgment, people with
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a high need for closure are willing to be persua@ksdy their initial judgment),
because each persuasive message gives them a ¢haad@eve closure, even
when this means changing their original stanceothmrer words, in this case,
a high need for closure results in a reduced, maeased (which is normally the
case), tendency towards freezing.

Similar results have been collected over the pastdecades from other re-
search. People with a high need for closure, wiaeinf] the task of indicating
the author of a drawing presented to them, searfireidformation more inten-
sively when they had no good reason for formulatingnitial judgment (Krug-
lanski et al., 1991). When facing consumer decisi@eople with high need for
closure were looking for less information only andition that they were famil-
iar with the product and had a preconceived opiribaut it (Houghton & Gre-
wal, 2000), and when choosing between two unknoramds (when the impact
of any previous experience had been eliminated) soeight more information
before making a decision (Vermeir, Van Kenhove, éndrickx, 2002).

The cited research indicates that the directiothefrelationship between ep-
istemic motivation and the course of formulatingthedge is jointly influenced
by the content and the amount of the availablermétion. Another interesting
thread in the discussion about circumstances fagdhe “reversal” of a typical
relationship between the need for closure and reagds the possibility to in-
fluence this relationship by modifying an individlsaability to effectively
process information and draw conclusions. Both exttbje (e.g., Bar-Tal, Ki-
shon-Rabin, & Tabak, 1997; Kossowska & Bar-Tal, 20&nd objective (e.g.,
Kossowska & J&o, 2013; Strojny, 2015) perspectives on human lutipas
in this regard have been studied.

Since the mid-90s, Bar-Tal and colleagues have deggnloping the idea of
an ability-like variable independent of epistemiotivation (e.g., Bar-Tal, 1994;
Bar-Tal et al., 1997; Bar-Tal Raviv & Spitzer, 199t his early works, Bar-Tal
and colleagues showed that the need for structyvesitively correlated with the
tendency to simplify the process of formulating Wtedge, but only on condi-
tion that it is accompanied by high structuring aaifities. In their recent study,
Bar-Tal and Kossowska (2010, Study 3) hypothesihatithe need for cognitive
closure would also interact in a similar mannehwiite ability to act upon it. The
authors examined the relationship between cogndiosure and the tendency to
selectively remember information consistent witle #dopted hypothesis. The
participants were asked to become acquainted withesinformation about
a person. It was also suggested to them that fsit dlance” this person made
a certain impression (friendly/unfriendly, honesshibnest). After obtaining
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other information and a short break, the participavere unexpectedly asked to
recall the information. The predominance of theettty recognized information
confirming the initial judgment indicated selectimeemorizing. As expected,
there was a positive correlation of the need fosete and the bias in memoriz-
ing information, but only on condition that the gdiive ability for closure was
high. Otherwise, the direction of correlation wasarsed. Similarly, Kossowska
and Bar-Tal (2013) showed that analogous interastare present in relation to
the preference for information consistent with thi¢ial decision (Study 2) and
the tendency to formulate stereotypical judgmeBtsidy 3). A recent study by
Kossowska, Dragon, and Bukowski (2015, Study latitudes towards unfami-
liar groups (Gypsies) has confirmed and extendedetrlier findings about con-
ditions favoring the reversal of the “typical” rétanship between the need for
closure and attitudes resulting from stereotypd® @uthors demonstrated that
high need for closure was associated with negati®eotypes against the group
being evaluated only in individuals with high atyilto achieve closure. On the
other hand, when the respondents’ closing abilityg vow, their need for closure
correlated positively with positive attitudes todsrGypsies. According to the
authors, this result indicates that a combinatiblow ability and high need for
closure results in a decrease in the degree oteting fulfillment of the need
for certainty and thereby causes a decrease amdion cognitive schemas.
Another direction in research, which has been pmdssince relatively re-
cently, is the relationship between epistemic nadton and such objective con-
ditions of information processing as working memagpacity and cognitive
resource depletion. For instance, Kossowska agkbJ@013) showed that the
efficiency of fulfilling instruction-induced neeaif closure depends on a suffi-
ciently high memory capacity, which enables thesprrto maintain the situa-
tionally induced goal in a state of activation. e other hand, Strojny (2015,
Study 3) showed that in people with high workingnmeey capacity the need for
cognitive closure was negatively correlated witlscaptibility to confirmation
bias. A similar pattern of results had been obthimeprevious studies, where,
instead of measuring working memory capacity, nedeas induced a depletion
of cognitive resources (Strojny, 2015, Studies d 2h— in this case, a negative
correlation between the need for closure and awmfiton bias susceptibility was
also observed. The results of these three studiesa astrong premise for the
claim that objective cognitive abilities and episte motivation influence di-
verse effects of cognitive functioning. Importantlye relatively higher capabili-
ties (high memory capacity, lack of cognitive dejole) cause a reversal of the
typical relationship between the need for closund the tendency to rely on
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cognitive schemas. This is probably due to the daakequences of the need for
closure. When motivated to develop an urgent amchaeent judgment, individ-
uals with a relatively high potential for informai processing do not have to
choose which of the needs to pursue. They can gsogevariety of information
more efficiently (i.e., increase the permanenceagftidgment) in a relatively
short time (i.e., without sacrificing urgency).

An interesting example of the two fold consequerafes high need for clo-
sure in social situations has been provided instely conducted by Kosic,
Kruglanski, Pierro, and Mannetti (2004) on immigsatiendency to assimilate,
depending on their level of their need for closarel on the groups in which
they functioned. According to their results, higbed for closure resulted in
a lower tendency to assimilate if, following imnagjon, the participants func-
tioned in a group composed of representatives @f thwn ethnic group. This
situation was reversed when immigrants functiormea igroup forcing them to
interact with citizens of the host country, in whicase the increased need for
closure resulted in a stronger tendency to asdimilBhese results can also be
interpreted as an example of the unusual functgpmihan increased need for
closure in conditions not conducive to defending fineviously acquired know-
ledge. Participants with a high need for closurbpwere particularly resistant
to a modification of their social relations in fagble conditions, were ready to
accept the uncomfortable situation of “unfreezitigéir relations on condition
that it was temporary and eventually led to theattom of a more permanent
closure manifesting itself in new relationships.

Jasko, Czernatowicz-Kukuczka, Kossowska, and Czar@dgpfound an ef-
fect similar to the one previously presented in ¢hse of an abstract decision-
making problem. Participants were shown a matrirsiing of 25 covered
fields, which revealed one of two colors when urared. The respondents’ task
was to assess which of the colors was representiedger quantities on the ma-
trix provided, and for this purpose they could @vany number of fields. Natu-
rally, the more fields were discovered, the mdkelli one was to answer correct-
ly. Once again, those with a high need for clostokected more data in this
study if they had not previously received any adddl information. Important-
ly, the authors identified a significant moderatothe described effect occurred
only when the uncovering of successive fields was associated with losses.
When the rules of the task included a cost for opgeeach field (i.e., increased
the need for urgency) — the effect disappearechdparthis is the first clear ex-
ample of the clash of opposing tendencies for urgemd permanence in formu-
lating knowledge. When permanence was the only madoiu(i.e., when no costs
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of collecting additional information reduced theedeor urgency) — the partici-
pants followed it and maximized the certainty ofnfiolated knowledge by
increasing its quality. However, the reintegratminthe need for urgency into
the “subjective count of gains and losses” abotistie effects of the need for
permanence.

The above results take us back to the issue ofwtbestages of formulating
knowledge. Is it possible that in certain situasiaghe need for urgency contra-
dicts the need for permanence? Kruglanski and \Wel§$996) seem to suggest
that the tendencies towards urgency and permargmeo®t coexist in the same
moment in the course of the epistemic process. thagn that the point in time
that separates them is the moment when judgmeonteccrystallized — i.e., the
end of the seizing stage and the beginning of bezfng phase. In line with this
reasoning, the tendency for urgency is reflectethéepistemic process during
the seizing phase — causing a shortening of tlerirdtion seeking process and
accelerating judgment formation. The tendency towgrermanence manifests
itself after an initial judgment has been formuthtes a an inclination to ignore
contradictory information in order to maintain tpeeviously acquired know-
ledge. However, this does not explain the abovetiomed research results. Let
us recall that in each study — Houghton and Grg@@00), Vermeir and col-
leagues (2002), as well asska and colleagues (2015) — the participants were
put in a situation that prevented initial judgméotmation (and, consequently,
its crystallization); thus, they could not compléte seizing phase. Remaining
under the influence of a high need for closurey thkandoned fulfilling the ur-
gency need during the first phase of the epistgrocess and made an effort to
seek more information. At this stage, such behastwuld rather be expected
from individuals with a high need to avoid closure.

As evidenced by the summarized results, althoughast cases the need for
closure speeds up and simplifies the process afidtating knowledge (review:
Kruglanski et al., 2009), situations in which indivals characterized by a strong
motivation to achieve closure are ready to makeaestgnitive effort in order to
formulate a credible answer to a persistent questie not only possible in
theory but also observable in practice. The abesalts are derived from a wide
variety of studies, their topics extend over sutgesuch as abstract problems
(Jako et al., 2015), consumer decisions (Houghton &v@d, 2000), and actual
behavior in a social context (Kosic et al., 2004)ese effects are present both in
studies that operationalize the need for closure dspositional variable (e.qg.,
Bar-Tal et al., 1997, 1999, 2010) and in those dpatrationalize it as a situation-
al variable (e.g., Mayseless & Kruglanski, 1987 skKowska & J&o, 2013). The
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multitude of studies and diverse paradigms in wthitah described results have
been obtained provoke a search for a universal amsim that would be respon-
sible for them. The authors’ view is that this magism may lie in the conflict-

ing tendencies towards permanence and urgencsg. duite probable that, in

some circumstances, the two tendencies do notggihier and are in opposition
to each other. This might be the case, for examplhegn an individual believes
that the knowledge formulated on the basis of gbfimd process (which meets
the requirements of a high need for urgency) issufficiently accurate (does not
satisfy the high need for permanence). In suchtumtidn, a person under the
influence of a high need for closure must chooset¢indencies of greater impor-
tance from his or her perspective. The above meeticeffects — seemingly con-
tradictory to the predictions of the lay epistentieory — are probably situations
in which the second aspect of the tendency towpsdmanence (tendency to
improve the quality of the formulated knowledge)rdoates the need for urgen-
cy (which leads to a simplification and accelenatid the process of formulating
answers). As noted by Kruglanski himself, “no oneuld consciously adopt

a closure that she or he adjudged invalid” (Krugkin2004, p. 10) — there are
many indications that this is the situation in #i@vementioned studies.

CONCLUSION

Lay epistemic theory (Kruglanski, 1989) is one v tmost influential theo-
ries explaining the process of formulating knowledgonsequently, it has often
been referred to by researchers focusing, amongr afisues, on: decision-
making, prejudice, intergroup relationships, exfim and organizations man-
agement (review: Roets et al., 2015). The appboatif this approach in so many
areas proves its usefulness and relevance; howeiwrerplves a risk of an overly
simplified understanding of its postulates. Thia tead to erroneous predictions
stemming from the belief that a high level of theed for closure is always ac-
companied by a tendency to simplify the processihmpformation. The reason
for this is the fact that a vast majority of resydublished over the last three dec-
ades confirms precisely this direction of the relaghip — the higher the need for
cognitive closure, the faster and more heuristecpgtocess of knowledge forma-
tion. In reality, this relationship is not as simpand in some cases it may lead to
opposite results. This does not contradict the rapsions of the theory of lay
epistemics, which predicts the dual manifestatibthe need for permanence:
a stronger commitment to a hypothesis once itimftated, and the care to im-
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prove the quality of the formulated knowledge (Keugki & Webster, 1996,
p. 256). Perhaps, then, in some circumstances + tgetendency for urgency is
reduced (as in the study bysda and colleagues, 2015), or impossible to fulfill
(as in the one by Vermeir and colleagues, 2002)e-téndency towards perma-
nence is put at the forefront, which manifestdfiieegreater care for the quality
of the formulated knowledge during the “seizing’agh.

The presented results illustrate the need for ptidanalysis of the relation-
ship postulated in lay epistemic theory. Two quesican be posed in the light
of these results: To what extent is it possiblegparate the seizing and freezing
stages when studying the epistemic process? Doreseptly have the tools to
precisely distinguish the two aspects of the neecclosure (the tendencies to-
wards urgency and permanence)? Roets and colleggd@6) made an attempt
to answer the former question. Inspired by thacaitcomments of Neuberg and
colleagues (Neuberg et al., 1997; Neuberg, Weslicdu & Thompson, 1997)
about the Need for Closure Scale, they verifiedtiwethe two factors constitut-
ing the scale (the Decision-Making subscale andother four subscales) trans-
late into a tendency towards accelerated seizingfi@ezing. It seemed possible
that the tendency towards accelerated seizing womicklate with the Decision-
Making subscale results, while freezing would clateewith the other four subs-
cales. The results of analyzes did not confirm éhpeedictions. Even less is
known about the answer to the second questiorarsad attempt has been made
to empirically grasp the differences between theléacy to urgently formulate
knowledge and the tendency towards permanence.

In conclusion, we hope that the awareness of tkeareh results collected
herein will contribute to an increased interestttwe problem of the second
(“low™) end of the need for closure continuum, aalivas in research on the rela-
tionships between the need for closure and tendsriowards urgency and per-
manence in formulating knowledge. Perhaps this wallkshed new light on the
“unexpected” results, which are yet to be published
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